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Abstract: Due to the large amount of data in various bioinformatics sciences, such as drug design, 

gene selection, QSAR, etc., the use of machine learning techniques such as feature selection has become 

an essential requirement for the construction of the model . 

Feature selection is one of the most important steps in pattern recognition, machine learning and data 

mining. The purpose of the feature selection is to select the most optimal subset of the feature from the 

entire space of the main features problem, so that, while reducing the dimensions, the descriptive 

accuracy of the machine's learning techniques can be achieved.Optimization algorithms, random search, 

evolution, etc. In selecting features, new and effective methods are used to find optimal solutions for 

problems. The randomness of these algorithms prevents them from falling into local optimal points. 

Therefore, the use of feature selection methods in various bioinformatics sciences is inevitable. 

In this paper, we have used a combination of classic and random methods to select important descriptors 

in a set of QSAR data in drug design. In this paper, the combination of Grey number theory methods 

and firefly algorithm has been used to select the feature, so that we first use the Grey number theory 

algorithm to rank the features belonging to our database.Then, using some of these features that have 

the highest priority and rank, as well as the random firefly algorithm, we choose the best feature among 

these priority characteristics. The combination of these methods suggests acceptable results, which can 

be used for feature selection algorithms in bioinformatics. 
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